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The supplementary material contains details of our network architecture, more implementation
details, and additional results.

1 NETWORK ARCHITECTURE
We show the architecture of our scene decomposition network in Fig. 1.
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Fig. 1. Architecture of our scene decomposition network.
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2 MORE IMPLEMENTATION DETAILS
2.1 Sunlight Color Prior
As mentioned in Sec. 3.4, we approximate the relationship between the sun’s elevation angle and
the sun’s color with a function 𝑓𝑠𝑢𝑛 . Here we give more details on this function.

𝑟 =



3.0405 × 108\ 10 − 7.2707 × 108\ 9 + 7.5520 × 108\ 8 − 4.4699 × 108\ 7

+1.6620 × 108\ 6 − 4.0319 × 107\ 5 + 6.3914 × 106\ 4 − 6.3317 × 105\ 3

+3.2104 × 104\ 2 + 4.3170 × 102\ + 2.3430, 0 ≤ \ < 0.43633

20.5526\ 5 − 123.5332\ 4 + 300.1427\ 3

−379.3047\ 2 + 260.7181\ + 108.1877, 0.43633 ≤ \ ≤ 𝜋/2
(1)

𝑔 =



−8.7786 × 107\ 10 + 1.9038 × 108\ 9 − 1.7260 × 108\ 8 + 8.3335 × 107\ 7

−2.1914 × 107\ 6 + 2.3827 × 106\ 5 + 2.6284 × 105\ 4 + 1.1738 × 105\ 3

+1.3415 × 104\ 2 + 1.5841 × 101\ + 0.5643, 0 ≤ \ < 0.43633

24.3718\ 5 − 147.5083\ 4 + 361.6367\ 3

−463.3131\ 2 + 352.0770\ + 54.2336, 0.43633 ≤ \ ≤ 𝜋/2
(2)

𝑏 =



−5.2340 × 107\ 10 + 1.3193 × 108\ 9 − 1.4495 × 108\ 8 + 9.0902 × 107\ 7

−3.5713 × 107\ 6 + 9.0300 × 106\ 5 − 1.4312 × 106\ 4 + 1.2493 × 105\ 3

−3.1073 × 103\ 2 + 7.7017\ − 0.1208, 0 ≤ \ < 0.43633

25.3379\ 5 − 157.3345\ 4 + 398.5353\ 3

−536.5092\ 2 + 404.7429\ − 12.2936, 0.43633 ≤ \ ≤ 𝜋/2
(3)

This function is the direct result of applying the ‘polyfit’ function of numpy [Harris et al. 2020] on
the values calculated by the nishita model[Nishita et al. 1993].

2.2 Training Details
When training the decomposition network, we set the loss multipliers in Eqn. 6 of the main paper as
follows: _1 = 0.005, _2 = 0.1, _3 = 0.1, _4 = 0.05, _5 = 0.005. When calculating the Sampled Ambient
Occlusion, we sample inside a hemisphere of radius 0.5-1.5 meters (depending on the size and scale
of the details of the scene). We optimize the network for 1 × 108 steps using the ADAM optimizer
with a learning rate of 5 × 10−4. The whole training process takes 24-48 hours (depending on the
size of the scene) on a single 3090 GPU.
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2.3 Synthetic Dataset Details
We collected three scenes 1,2,3 from Blenderswap.com and rendered each scene under 20 different
illuminations, each of which is a ‘Sky Texture’ of ‘Nishita’ type provided by Blender. The parameters
of each ‘Sky Texture’ are randomly sampled. For each illumination, we render each scene from 20
different viewpoints, the viewpoints are randomly sampled as well.

3 COMPARISONWITH FEGR [Wang et al. 2023]
Very recently, Wang et al. [2023] proposed FEGR, which is dedicated to decomposing and relighting
outdoor scenes. However, the source code of FEGR has not been made available. In order to
compare with FEGR, we reproduced a baseline similar to FEGR, which uses: 1) A deferred rendering
technique, which renders albedo and normal from the radiance field, and performs rendering on
the rendered maps. 2) Sampling-based shading and shadow calculation. Rays are sampled randomly
and those samples are used for calculating the shadow and rendering equation. 3) An MLP for
predicting the environment map. We show the reconstruction result of the baseline, and compare
it to our pipeline qualitatively as shown in Fig. 2. We observed some noisy shading results and
slightly bumpy surfaces in this baseline. The light appears overly bright, causing the shadow to be
inaccurately decomposed and the albedo to look gray and lack saturation.

4 ADDITIONAL RESULTS
4.1 Geometry Error of the w/o Manhattan Prior (M.P.) Ablation
In the main paper, we show the reconstruction result and the normal Mean Average Error of the
w/o Manhattan prior ablation of our pipeline. Here, we additionally show the geometry error map
of the full pipeline and the w/o M.P. ablation with the ground truth mesh in Fig. 3.
The Chamfer distances from the ground truth (GT) geometry to the extracted geometry of the

full model and the w/o M.P. ablation are 0.0462 and 0.0507 respectively.

4.2 Scene Decomposition
We show more scene decomposition results in Fig. 4 and compare them with NeRF-OSR [Rudnev
et al. 2022].

4.3 Scene Relighting
We show more scene relighting results in Fig. 5 and compare them with NeRF-OSR [Rudnev et al.
2022]. We also show the applied lighting for OSR scenes and the ground truth rendered result for
synthetic scenes.

Additionally, we modify Fig. 9 of the main paper by including the applied lighting (environment
maps) for OSR scenes and the ground truth rendered results for synthetic scenes in Fig. 6.

4.4 Scene Editing
Our method also supports editing the appearance of the input scene by adjusting the network’s
output. We show such results in Fig. 7. We edit the scene by directly editing the albedo. We also
show two relighting results of the edited scene in Fig. 7 to show the consistent relighting effects
after editing.

1https://blendswap.com/blend/29892
2https://blendswap.com/blend/4616
3https://blendswap.com/blend/21136
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(a) Ground Truth (b) Normal (c) Albedo (d) Reconstruction (e) Light

Fig. 2. Qualitative comparison to an FEGR [Wang et al. 2023]-like baseline. We show the reconstruction
result, albedo and normal of the baseline and our method.

(a) w/o M.P (b) Full

Fig. 3. Error maps of w/o M.P. ablation and full pipeline. We calculate the geometry error maps of w/o
M.P. ablation and full pipeline and visualize them on the geometry.
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(a) Ground Truth (b) Normal (c) Albedo (d) Shadow (e) Reconstruction

Fig. 4. Decomposition results of NeRF-OSR and our method. For each scene, we show different
decomposed components (normal, albedo, and shadow) and the reconstructed image.
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(a) Input (b) Relight #1 (c) Relight #2 (d) Relight #3 (e) Relight #4

Fig. 5. Relighting results of NeRF-OSR and our method. For each input scene, we relight it with four
different lighting conditions and show rendered images after relighting.



SOL-NeRF: Sunlight Modeling for Outdoor Scene Decomposition and Relighting 7

N
eR

F-
O
SR

O
ur
s

N
eR

F-
O
SR

O
ur
s

N
eR

F-
O
SR

O
ur
s

(a) Input (b) Relight #1 (c) Envmap or GT #1 (d) Relight #2 (e) Envmap or GT #2

Fig. 6. Relighting results of NeRF-OSR and our method. For each input scene, we relight it with two
different lighting conditions (as visualized using either environment maps for real scenes, or ground truth
rendering for synthetic scenes) and show rendered results of both methods.
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(a) Input Image (b) Edited Albedo (c) Rendered (d) Relighting #1 (e) Relighting #2

Fig. 7. Editing results by our method. For each scene, we edit its albedo and render the edited scene
under the original lighting and two novel lightings.




